**MACHINE LEARING**

**FIRST SET OF PROBLEMS**

**You have a free choice of programming language.**

**Work in groups. The optimal number of students in a group is 3. You can earn bonus points for sharp comments and creative thinking.**

**Deadline: Tuesday, 22 December 2020.**

**Problem 1**

Consider the generalized linear regression problem defined by the following model:
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where ![](data:image/x-wmf;base64,183GmgAAAAAAAMABQAICCQAAAACTXQEACQAAA1oBAAACAIUAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAsABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAf0AHAAAAPsCIP8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAWb1edUAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAbnnAAQUAAAAUAoABCgAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAALB3zXdlNAqDAAAKAAAAAABZvV51QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGgAAAOFAAAAJgYPAAABQXBwc01GQ0MBANkAAADZAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwJEU01UNwAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gXyAl9I8h9BAPQQD0D0j0F/SPQQDyFfRF9F9F9F9F9BDwDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgSEtwNoAwAbAAALAQACAINuAAABAQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAKEBAgIiU3lzdGVtANDAAYoCAAAKAL47ZtDAAYoCAAAAACjXUwAEAAAALQEAAAQAAADwAQEAAwAAAAAA) are i.i.d. noise samples originating from a Gaussian distribution with mean 0 and variance![](data:image/x-wmf;base64,183GmgAAAAAAAAACgAICCQAAAACTXgEACQAAA5ABAAACAIkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAgACCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///7f////AAQAANwIAAAUAAAAJAgAAAAIFAAAAFAL0AEsBHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAWb1edUAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMv/AAQUAAAAUAgMCEgEcAAAA+wIg/wAAAAAAAJABAQAAAQACABBTeW1ib2wAALB3zXdHPArQAAAKAAAAAABZvV51QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGgAwAEFAAAAFAKgARwAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAACwd813HDwKhQAACgAAAAAAWb1edUAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABzAAADiQAAACYGDwAHAUFwcHNNRkNDAQDgAAAA4AAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAcCRFNNVDcAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIF8gJfSPIfQQD0EA9A9I9Bf0j0EA8hX0RfRfRfRfRfQQ8AwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIEhMMDcwMAHQAACwEAAgSEtwNoAAEAAgCIMgAAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAKEBAgIiU3lzdGVtAIPAAYoCAAAKAE08ZoPAAYoCAQAAAMDXUwAEAAAALQEBAAQAAADwAQAAAwAAAAAA).

1. Using![](data:image/x-wmf;base64,183GmgAAAAAAAMAEwAECCQAAAAATWwEACQAAA4wBAAACAIQAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAcAECwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+ABAAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAfgCHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAWb1edUAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAMjDAAAADBQAAABQCYAFMABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAAFm9XnVAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAATgAAAwUAAAAUAmABzAEcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAALB3zXdPPAoQAAAKAAAAAABZvV51QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAD0AAAOEAAAAJgYPAP4AQXBwc01GQ0MBANcAAADXAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwJEU01UNwAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gXyAl9I8h9BAPQQD0D0j0F/SPQQDyFfRF9F9F9F9F9BDwDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgCDTgACBIY9AD0CAIgyAAIAiDAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAChAQICIlN5c3RlbQA4wAGKAgAACgAyN2Y4wAGKAgEAAADA11MABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==),![](data:image/x-wmf;base64,183GmgAAAAAAAAACgAICCQAAAACTXgEACQAAA5ABAAACAIkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAgACCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///7f////AAQAANwIAAAUAAAAJAgAAAAIFAAAAFAL0AEsBHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAWb1edUAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMv/AAQUAAAAUAgMCEgEcAAAA+wIg/wAAAAAAAJABAQAAAQACABBTeW1ib2wAALB3zXdHPArQAAAKAAAAAABZvV51QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGgAwAEFAAAAFAKgARwAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAACwd813HDwKhQAACgAAAAAAWb1edUAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABzAAADiQAAACYGDwAHAUFwcHNNRkNDAQDgAAAA4AAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAcCRFNNVDcAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIF8gJfSPIfQQD0EA9A9I9Bf0j0EA8hX0RfRfRfRfRfQQ8AwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIEhMMDcwMAHQAACwEAAgSEtwNoAAEAAgCIMgAAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAKEBAgIiU3lzdGVtAIPAAYoCAAAKAE08ZoPAAYoCAQAAAMDXUwAEAAAALQEBAAQAAADwAQAAAwAAAAAA)=0.1 and the structure of the correct model (5th degree polynomial with the coefficient of the 4th power equal to zero), apply the Least Squares method to estimate the parameter vector. Calculate the Mean Square Error of *y* over the training set and over a test set comprising of 1000 points randomly selected in the interval [0,2].
2. For ![](data:image/x-wmf;base64,183GmgAAAAAAAMAEwAECCQAAAAATWwEACQAAA4wBAAACAIQAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAcAECwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+ABAAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAfgCHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAWb1edUAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAMjDAAAADBQAAABQCYAFMABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAAFm9XnVAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAATgAAAwUAAAAUAmABzAEcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAALB3zXdPPAoQAAAKAAAAAABZvV51QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAD0AAAOEAAAAJgYPAP4AQXBwc01GQ0MBANcAAADXAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwJEU01UNwAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gXyAl9I8h9BAPQQD0D0j0F/SPQQDyFfRF9F9F9F9F9BDwDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgCDTgACBIY9AD0CAIgyAAIAiDAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAChAQICIlN5c3RlbQA4wAGKAgAACgAyN2Y4wAGKAgEAAADA11MABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)and![](data:image/x-wmf;base64,183GmgAAAAAAAAACgAICCQAAAACTXgEACQAAA5ABAAACAIkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAgACCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///7f////AAQAANwIAAAUAAAAJAgAAAAIFAAAAFAL0AEsBHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAWb1edUAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMv/AAQUAAAAUAgMCEgEcAAAA+wIg/wAAAAAAAJABAQAAAQACABBTeW1ib2wAALB3zXdHPArQAAAKAAAAAABZvV51QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGgAwAEFAAAAFAKgARwAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAACwd813HDwKhQAACgAAAAAAWb1edUAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABzAAADiQAAACYGDwAHAUFwcHNNRkNDAQDgAAAA4AAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAcCRFNNVDcAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIF8gJfSPIfQQD0EA9A9I9Bf0j0EA8hX0RfRfRfRfRfQQ8AwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIEhMMDcwMAHQAACwEAAgSEtwNoAAEAAgCIMgAAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAKEBAgIiU3lzdGVtAIPAAYoCAAAKAE08ZoPAAYoCAQAAAMDXUwAEAAAALQEBAAQAAADwAQAAAwAAAAAA)=0.1 apply regression using the Least Squares method and a 2nd degree polynomial. Perform 100 experiments using different noise samples for each experiment. For each point of the training set, calculate the mean and variance of *y* over the 100 experiments and plot these quantities on the (*x,y*) plane along with the curve obtained by the true model.

Repeat using a 10th degree polynomial. Compare your results obtained for the 2 different cases (2nd versus 10th degree polynomial) making special reference to the bias-variance dilemma.

1. Repeat experiment (1) above, implementing the Ridge Regression method with various values of *λ* (instead of the Least Squares Method). Report whether you have observed an improvement of the Mean Square Error for some of the values of *λ*.
2. We encode our prior knowledge for the unknown parameter vector via a Gaussian distribution G(**θ**) with mean ![](data:image/x-wmf;base64,183GmgAAAAAAAKABQAIBCQAAAADwXQEACQAAA1wBAAACAIcAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAqABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAfEAHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAWb1edUAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMADAAQUAAAAUAoABFgAcAAAA+wKA/gAAAAAAALwCAQAAAQACABBTeW1ib2wAALB3zXedOwr5AAAKAAAAAABZvV51QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHEAAAOHAAAAJgYPAAMBQXBwc01GQ0MBANwAAADcAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwJEU01UNwAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gXyAl9I8h9BAPQQD0D0j0F/SPQQDyFfRF9F9F9F9F9BDwDAEAAQABAgICAgACAAEBAQADAAEABAAACgEACAIDAgR/uANxAwAbAAALAQACAIgwAAABAQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAChAQICIlN5c3RlbQBLwAGKAgAACgDBPWZLwAGKAgAAAAAo11MABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) equal to the true parameter vector in equation (1) and covariance matrix ![](data:image/x-wmf;base64,183GmgAAAAAAAIALYAIACQAAAADxVwEACQAAAzwCAAACAMAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAoALCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9ACwAAFwIAAAUAAAAJAgAAAAIFAAAAFAL0AGEEHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAWb1edUAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAMjIaA8ABBQAAABQCoAGQCRwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAAFm9XnVAAAAABAAAAC0BAQAEAAAA8AEAAAwAAAAyCgAAAAADAAAAMC4xAMAAYAAAAwUAAAAUAgMCEgEcAAAA+wIg/wAAAAAAAJABAQAAAQACABBTeW1ib2wAALB3zXdhQwrwAAAKAAAAAABZvV51QAAAAAQAAAAtAQAABAAAAPABAQAMAAAAMgoAAAAAAwAAAHFxcVAdAxoDwAEFAAAAFAKgATIDHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAACwd813fzsKUQAACgAAAAAAWb1edUAAAAAEAAAALQEBAAQAAADwAQAAEAAAADIKAAAAAAYAAABzSSwgIHOsAYQATgBgADwAAAMFAAAAFAKgATQAHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAACwd813YUMK8QAACgAAAAAAWb1edUAAAAAEAAAALQEAAAQAAADwAQEADAAAADIKAAAAAAMAAABTPT3H8AFGBgADwAAAACYGDwB2AUFwcHNNRkNDAQBPAQAATwEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAcCRFNNVDcAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIF8gJfSPIfQQD0EA9A9I9Bf0j0EA8hX0RfRfRfRfRfQQ8AwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIEhaMDUwMAGwAACwEAAgSEuANxAAEBAAoCBIY9AD0CBITDA3MDAB0AAAsBAAIEhLgDcQABAAIAiDIAAAAIAgIKAgR/mQNJAgR/LAAsAgR/IAAgAgR/IAAgAgSEwwNzAwAdAAALAQACBIS4A3EAAQACAIgyAAAACgIEhj0APQIAiDAAAgCCLgACAIgxAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAoQECAiJTeXN0ZW0Az8ABigIAAAoAOURmz8ABigIBAAAAwNdTAAQAAAAtAQEABAAAAPABAAADAAAAAAA=). Use the structure of the true model and perform full Bayesian Inference in order to evaluate *y* for 20 randomly selected test set points belonging to the interval [0,2] and for two different values of![](data:image/x-wmf;base64,183GmgAAAAAAAAACgAICCQAAAACTXgEACQAAA5ABAAACAIkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAgACCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///7f////AAQAANwIAAAUAAAAJAgAAAAIFAAAAFAL0AEsBHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAWb1edUAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMv/AAQUAAAAUAgMCEgEcAAAA+wIg/wAAAAAAAJABAQAAAQACABBTeW1ib2wAALB3zXdHPArQAAAKAAAAAABZvV51QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGgAwAEFAAAAFAKgARwAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAACwd813HDwKhQAACgAAAAAAWb1edUAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABzAAADiQAAACYGDwAHAUFwcHNNRkNDAQDgAAAA4AAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAcCRFNNVDcAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIF8gJfSPIfQQD0EA9A9I9Bf0j0EA8hX0RfRfRfRfRfQQ8AwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIEhMMDcwMAHQAACwEAAgSEtwNoAAEAAgCIMgAAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAKEBAgIiU3lzdGVtAIPAAYoCAAAKAE08ZoPAAYoCAQAAAMDXUwAEAAAALQEBAAQAAADwAQAAAwAAAAAA)(0.05 and 0.15). Plot your estimates and their errors on the (*x,y*) plane.
3. Repeat experiment (4) using the following mean vector for G(**θ**): ![](data:image/x-wmf;base64,183GmgAAAAAAAOAaYAIACQAAAACRRgEACQAAA4kCAAACAOwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAuAaCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gGgAAFwIAAAUAAAAJAgAAAAIFAAAAFAIDAvEAHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAWb1edUAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMADAAQUAAAAUAqAB7gIcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAABZvV51QAAAAAQAAAAtAQEABAAAAPABAAA3AAAAMgoAAAAAIAAAAFsxMC41NCwwLjQ2NSwwLjAwODcsMC4wOTMsMC4wMDRdXAHAAMAAYADAALoAigDAAGAAwADAALQAigDAAGAAwADAAMAAwABiAcAAYADAAMAArgBiAcAAYADAAMAAwAAAAwUAAAAUAvQACxocAAAA+wIg/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAABZvV51QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAFQAwAEFAAAAFAKgAeABHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAACwd813TjwKjgAACgAAAAAAWb1edUAAAAAEAAAALQEBAAQAAADwAQAADQAAADIKAAAAAAQAAAA9LS0tmAFEDbAEAAMFAAAAFAKgARYAHAAAAPsCgP4AAAAAAAC8AgEAAAEAAgAQU3ltYm9sAACwd8139i8KkwAACgAAAAAAWb1edUAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABxAAAD7AAAACYGDwDNAUFwcHNNRkNDAQCmAQAApgEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAcCRFNNVDcAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIF8gJfSPIfQQD0EA9A9I9Bf0j0EA8hX0RfRfRfRfRfQQ8AwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAgCAwIEf7gDcQMAGwAACwEAAgCIMAAAAQEACgIEhj0APQIAglsAAgSGEiItAgCIMQACAIgwAAIAgi4AAgCINQACAIg0AAIAgiwAAgCIMAACAIIuAAIAiDQAAgCINgACAIg1AAIAgiwAAgCIMAACAIIuAAIAiDAAAgCIMAACAIg4AAIAiDcAAgCCLAACBIYSIi0CAIgwAAIAgi4AAgCIMAACAIg5AAIAiDMAAgCCLAACBIYSIi0CAIgwAAIAgi4AAgCIMAACAIgwAAIAiDQAAgCCXQADABwAAAsBAQEAAgCDVAAAAAAAQQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAKEBAgIiU3lzdGVtACvAAYoCAAAKAFA8ZivAAYoCAQAAAMDXUwAEAAAALQEBAAQAAADwAQAAAwAAAAAA)

With ![](data:image/x-wmf;base64,183GmgAAAAAAAAACgAICCQAAAACTXgEACQAAA5ABAAACAIkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAgACCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///7f////AAQAANwIAAAUAAAAJAgAAAAIFAAAAFAL0AEsBHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAWb1edUAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMv/AAQUAAAAUAgMCEgEcAAAA+wIg/wAAAAAAAJABAQAAAQACABBTeW1ib2wAALB3zXdHPArQAAAKAAAAAABZvV51QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGgAwAEFAAAAFAKgARwAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAACwd813HDwKhQAACgAAAAAAWb1edUAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABzAAADiQAAACYGDwAHAUFwcHNNRkNDAQDgAAAA4AAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAcCRFNNVDcAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIF8gJfSPIfQQD0EA9A9I9Bf0j0EA8hX0RfRfRfRfRfQQ8AwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIEhMMDcwMAHQAACwEAAgSEtwNoAAEAAgCIMgAAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAKEBAgIiU3lzdGVtAIPAAYoCAAAKAE08ZoPAAYoCAQAAAMDXUwAEAAAALQEBAAQAAADwAQAAAwAAAAAA)=0.05, perform the experiment four times, using two different values for![](data:image/x-wmf;base64,183GmgAAAAAAAAACYAIBCQAAAABwXgEACQAAA5ABAAACAIkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAgACCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7f////AAQAAFwIAAAUAAAAJAgAAAAIFAAAAFAL0AEsBHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAWb1edUAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMgDAAQUAAAAUAgMCGQEcAAAA+wIg/wAAAAAAAJABAQAAAQACABBTeW1ib2wAALB3zXe9OwpDAAAKAAAAAABZvV51QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHEAwAEFAAAAFAKgARwAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAACwd813xT0KXgAACgAAAAAAWb1edUAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABzAAADiQAAACYGDwAHAUFwcHNNRkNDAQDgAAAA4AAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAcCRFNNVDcAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIF8gJfSPIfQQD0EA9A9I9Bf0j0EA8hX0RfRfRfRfRfQQ8AwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIEhMMDcwMAHQAACwEAAgSEuANxAAEAAgCIMgAAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAKEBAgIiU3lzdGVtAPrAAYoCAAAKAM08ZvrAAYoCAQAAAMDXUwAEAAAALQEBAAQAAADwAQAAAwAAAAAA) (0.1 and 2) and two different values for ![](data:image/x-wmf;base64,183GmgAAAAAAAMABwAEECQAAAAAVXgEACQAAAx8BAAACAHwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAcABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAUwAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAWb1edUAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAATnkAA3wAAAAmBg8A7gBBcHBzTUZDQwEAxwAAAMcAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHAkRTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyBfICX0jyH0EA9BAPQPSPQX9I9BAPIV9EX0X0X0X0X0EPAMAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAINOAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAoQECAiJTeXN0ZW0AAMABigIAAAoASzxmSsABigL/////wNdTAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)(20 and 500). Comment on your results.

1. Try to recover the true variance of the noise using the Expectation-Maximization method. Construct a training set with ![](data:image/x-wmf;base64,183GmgAAAAAAAGAFwAECCQAAAACzWgEACQAAA5EBAAACAIcAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAWAFCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gBQAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAewCHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAWb1edUAAAAAEAAAALQEAAAwAAAAyCgAAAAADAAAANTAwAMAAwAAAAwUAAAAUAmABTAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAABZvV51QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAE4AAAMFAAAAFAJgAcwBHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAACwd813LScKugAACgAAAAAAWb1edUAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAA9eQADhwAAACYGDwADAUFwcHNNRkNDAQDcAAAA3AAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAcCRFNNVDcAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIF8gJfSPIfQQD0EA9A9I9Bf0j0EA8hX0RfRfRfRfRfQQ8AwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg04AAgSGPQA9AgCINQACAIgwAAIAiDAAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAoQECAiJTeXN0ZW0AEMABigIAAAoA5URmEMABigIBAAAAwNdTAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)and![](data:image/x-wmf;base64,183GmgAAAAAAAAACgAICCQAAAACTXgEACQAAA5ABAAACAIkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAgACCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///7f////AAQAANwIAAAUAAAAJAgAAAAIFAAAAFAL0AEsBHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAWb1edUAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMv/AAQUAAAAUAgMCEgEcAAAA+wIg/wAAAAAAAJABAQAAAQACABBTeW1ib2wAALB3zXdHPArQAAAKAAAAAABZvV51QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGgAwAEFAAAAFAKgARwAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAACwd813HDwKhQAACgAAAAAAWb1edUAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABzAAADiQAAACYGDwAHAUFwcHNNRkNDAQDgAAAA4AAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAcCRFNNVDcAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIF8gJfSPIfQQD0EA9A9I9Bf0j0EA8hX0RfRfRfRfRfQQ8AwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIEhMMDcwMAHQAACwEAAgSEtwNoAAEAAgCIMgAAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAKEBAgIiU3lzdGVtAIPAAYoCAAAKAE08ZoPAAYoCAQAAAMDXUwAEAAAALQEBAAQAAADwAQAAAwAAAAAA)=0.05. Initialize the algorithm with ![](data:image/x-wmf;base64,183GmgAAAAAAAEAOgAIBCQAAAADQUgEACQAAA2MCAAACALgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAkAOCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8ADgAANwIAAAUAAAAJAgAAAAIFAAAAFAL0AEcEHAAAAPsCIP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAWb1edUAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAMjI2B8ABBQAAABQCoAE4BhwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAAFm9XnVAAAAABAAAAC0BAQAEAAAA8AEAAAwAAAAyCgAAAAADAAAAMSwxAJwAmgYAAwUAAAAUAgMCmwMcAAAA+wIg/wAAAAAAAJABAQAAAQACABBTeW1ib2wAALB3zXdNRApEAAAKAAAAAABZvV51QAAAAAQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAHFoLwfAAQUAAAAUAqABHAAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAALB3zXfwHwrSAAAKAAAAAABZvV51QAAAAAQAAAAtAQEABAAAAPABAAANAAAAMgoAAAAABAAAAGFzYnOCAswEagIAAwUAAAAUAvQAzQMcAAAA+wIg/wAAAAAAAJABAAAAAQACABBTeW1ib2wAALB3zXdNRApFAAAKAAAAAABZvV51QAAAAAQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAC0tNgfAAQUAAAAUAqABkAEcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAALB3zXfwHwrTAAAKAAAAAABZvV51QAAAAAQAAAAtAQEABAAAAPABAAANAAAAMgoAAAAABAAAAD09PT2mA5ADpgMAA7gAAAAmBg8AZgFBcHBzTUZDQwEAPwEAAD8BAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHAkRTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyBfICX0jyH0EA9BAPQPSPQX9I9BAPIV9EX0X0X0X0X0EPAMAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACBISxA2ECBIY9AD0CBITDA3MDAB0AAAsBAAIEhLgDcQABAAIEhhIiLQIAiDIAAAAKAgSGPQA9AgCIMQACAIIsAAIEhLIDYgIEhj0APQIEhMMDcwMAHQAACwEAAgSEtwNoAAEAAgSGEiItAgCIMgAAAAoCBIY9AD0CAIgxAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAoQECAiJTeXN0ZW0Ax8ABigIAAAoAr0Nmx8ABigIAAAAAwNdTAAQAAAAtAQAABAAAAPABAQADAAAAAAA=). After convergence, estimate the *y*’s and their errors over a test set of 20 points randomly selected in the interval [0,2]. Plot these quantities on the (*x,y*) plane, along with the true model curve.

**Problem 2**

1. Program and implement a k nearest neighbours classifier (k-ΝΝ). Use this classifier to solve the following problems:
2. IRIS PLANT DATABASE (Classification of three different kinds of iris plants).
3. PIMA INDIANS DIABETES DATABASE (Classification of pregnant Indians of the Pima tribe according to whether they suffer from diabetes or not).

Τhe relevant data can be found in the file UCIdata-exercise1.rar.

Report on the percentage of correct classification as a function of the number of nearest neighbours. Use cross-validation to obtain the results.

1. For the second problem, obtain estimates of the probability density functions for each class, under the following assumptions:
2. Pdfs are gaussian. The covariance matrices are diagonal, with all diagonal elements equal. Mean and variance of the pdfs are estimated using Maximum Likelihood from the available data.
3. Pdfs are gaussian, with non-diagonal covariance matrices. Means and covariance matrices of the pdfs are estimated using Maximum Likelihood from the available data.
4. Components of the feature vectors are mutually statistically independent (the usual naïve Bayes approach). Marginal Pdfs are gaussian, with parameters (mean, variance) estimated using Maximum Likelihood from the available data.
5. Components of the feature vectors are mutually statistically independent (the usual naïve Bayes approach). Marginal pdfs are computed using 1-d Parzen windows with gaussian kernels. Take the width *h* of each window equal to the square root of the number of patterns in the available data.

For all assumptions compute the following measures of the goodness of your fit for each class: Akaike Information Criterion (AIC), Bayesian Information Criterion (BIC) (https://onlinelibrary.wiley.com/doi/pdf/10.1002/9781118856406.app5). For this question, use the whole data set available to compute the above measures (do not use cross validation).

1. For each of the above assumptions about the pdfs, implement a Bayes classifier and compute its classification accuracy using cross validation (it goes without saying that for each cross validation iteration, probability density functions will have to be calculated using only training set data for this question). For assumptions c) and d), this will obviously be a naïve Bayes classifier. Taking into account your previous findings, investigate whether more accurate estimates for the pdfs (as judged by the model selection criteria in question 2) tend to improve classification accuracy as well. Compare the performance of the Bayes classifiers to the performance of the k-NN classifier.
2. Implement the perceptron algorithm and use it to perform classification on the IRIS PLANT DATABASE data as follows: Examine whether the data of each class are linearly separable from the data of the combined remaining classes (e.g. if the Iris Setosa data are linearly separable from the combined Iris Versicolor and Iris Virginica data).